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Abstract—Multi-agent reinforcement learning (MARL) has pre-
viously been employed for efficient spectrum sharing among co-
operative connected vehicles. However, we show in this paper that
existing MARL models are not robust against non-cooperative or
malicious agents (vehicles) whose spectrum selection strategy may
cause congestion and reduce the spectrum utilization. For example,
a selfish (non-cooperative) agent aims to only maximize its own
spectrum utilization, irrespective of the overall system efficiency
and spectrum availability to others. We investigate and analyze
the MARL-based spectrum sharing problem in connected vehicles
including vehicles (agents) with selfish or sabotage strategies. We
then develop a theoretical framework to consider the selfish agent,
and study various adversarial scenarios (including attacks with
disruptive goals) via simulations. Our robust MARL approach
where “robust” agents are trained to be prepared for selfish agents
in testing phase achieves more resiliency in the presence of a
selfish agent and even a sabotage one; achieving 6.7%∼20% and
50.7%∼138% higher unicast throughput and broadcast delivery
success rate over regular benign agents, respectively.

Index Terms—Connected vehicle security, spectrum sharing,
multi-agent reinforcement learning, Nash equilibrium

I. INTRODUCTION

Connected vehicle (CV) technologies enable the vehicles to
connect to other vehicles and/or nearby devices and services to
enhance road safety and intelligent transportation [1]–[3]. CV
is currently realized mainly through vehicle-to-vehicle (V2V)
and vehicle-to-infrastructure (V2I) communications1 [4]. V2V
communication technology can dramatically mitigate traffic
collisions and hence reduce fatalities and injuries by exchanging
basic safety information, such as location, speed, and direction,
among vehicles on the road at extremely low latency [1], [5].
V2I technology further allows communicating with roadside
units (RSUs) or locally relevant servers to support various
safety and non-safety applications, such as, infotainment and
navigation services for drivers and passengers [6]. However,
the limited spectrum resources (5.895–5.925 GHz) allocated to
cellular V2V and V2I by FCC in the U.S. combined with their
stringent quality-of-service (QoS) constraints pose a fundamen-
tal challenge to CV technology [7].

To overcome this challenge, cellular V2V and V2I links need
to efficiently share the same 5.9 GHz band to improve spectrum

1Other CV technologies include vehicle-to-pedestrian (V2P) and vehicle-to-
network/cloud (V2N/V2C) that primarily use cellular bands.

Fig. 1: V2I (unicast) and V2V (broadcast) links coexistence
in vehicular environments. All (naive) V2V links share the
same observation from the local environment and maintain
cooperative goals, whereas malicious/non-cooperative agents
employ a selfish or sabotage strategy.

efficiency [7]–[9]. According to LTE-V sidelink Mode 4, the
baseline V2V mode, vehicles independently monitor and select
resources from the spectrum resource pool for their direct V2V
communications without involving an eNodeB (eNB) [10]. Be-
sides, recent studies assume that for V2I transmissions an RSU
selects idle spectrum resources from the same pool and keeps
the selected sub-band until the vehicle is disconnected [9]–[11].
An efficient spectrum sharing scheme is essential to guarantee
different QoS for coexisting V2V and V2I links. Specifically,
the 3rd Generation Partnership Project (3GPP) Release 16 for
Cellular Vehicle-to-Everything (C-V2X) generally requires V2V
services to support a maximum latency of 20 ms and message
payloads ranging from a few hundred to over 2000 bytes; and
V2I links to support a maximum latency of 100 ms and any
relative velocity up to 500 km per hour [4]. In such a highly
dynamic and potentially non-cooperative environment, sidelink
transmissions (for short-range V2V/V2I communications) may
interfere with each other over the same band and further affect
their future actions in resource selection [10]. It is particularly
important as each vehicle must re-select its resources frequently
because its surrounding environment is constantly changing.
Therefore, each vehicle or RSU is a dynamic factor in the local
environment and can cause “state transitions” therein.978-1-6654-3540-6/22$31.00 © 2022 IEEE
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The interactions between CVs, RSUs, and local communica-
tion environments for dynamic spectrum sharing can be mod-
eled as a Markov Decision Process (MDP) [12]. Stakeholders
who share the same (open) channel are further exposed to the
security and safety risk posed by malicious actors, often adver-
saries or competitors, who may even aim to reduce the spectrum
efficiency and induce traffic congestion or collisions. Therefore,
spectrum sharing in decentralized vehicular communications is
a challenging MDP problems with highly dynamic vehicles,
fast channel variations, critical QoS requirements, and security
risks [13].

In decentralized settings, multi-agent reinforcement learning
(MARL), which effectively solves decentralized MDP prob-
lems by maintaining multiple subtasks for different distributed
agents, has been widely adopted to optimize spectrum sharing
in CVs [9], [14]–[16]. Current MARL-based studies in CVs
assume that each agent shares the same observations and main-
tains cooperative goals with other agents [9]. However, herein,
we show that selfish agents can in fact abuse such mechanisms
and disrupt the cooperative efficiency of spectrum-sharing sys-
tems, e.g., a selfish vehicle may cause more interference to
other V2V and V2I transmissions when trying to maximize
its own objectives; reducing the main benefits of CVs or even
creating chaos. Previous works [17]–[19] have investigated the
use of Nash equilibrium (NE) to treat non-cooperative MARL
problems in competitive settings. In this study, we adopted NE
in the MARL training for CVs using the max-min function
to update the action-value (Q-function) of naive agents. Using
this approach, no agent, including the non-cooperative ones,
can improve its expected payoff by changing actions in the
equilibrium state. The resulting NE gives each agent a dynamic
policy to follow when deployed in the testing phase.

Specifically, we investigate the risk of non-cooperative selfish
agent and even sabotage attacks for existing “cooperative"
spectrum sharing frameworks in CVs (e.g., [9]). The selfish
agents care only about their transmissions, ignoring the overall
spectrum efficiency. We show that naive agents who aim to
cooperate with all agents, including the selfish ones, are likely to
suffer, and hence the overall spectrum efficiency will deteriorate.
Therefore, under our NE-based MARL framework we propose
“robust agents” who are aware of the existence of selfish
ones and investigate how well our robust agents perform in
the presence of selfish agents and combat against them. The
proposed robust agent, trained by reaching the NE point with
the selfish agent, continuously provides a resilient response to
the actions of the selfish agent during the testing period.

Through simulation, we show that our proposed robust agent
efficiently improves V2I throughput and V2V delivery success
probability by 6.7%–20% and 50.7%–138%, respectively, com-
pared to naive agents (assuming full cooperative MARL) with-
out non-cooperative training. Our simulations further demon-
strate that our robust agent can increase the resiliency even
against a sabotage agent who only aims to hamper the system
performance. To the best of our knowledge, this study is the
first to use NE-based MARL to investigate non-cooperative
scenarios for secure spectrum sharing in CVs.

The remainder of this paper is organized as follows. In
Section II we present the system model. Section III illustrates
the proposed robust MARL-based spectrum sharing for miti-
gating selfish attacks in CVs. In Section IV, we evaluate the
effectiveness of the proposed MARL-based spectrum sharing
against selfish and sabotage attacks. Concluding remarks and
future work are given in Section V.

II. SYSTEM MODEL AND OBJECTIVE FORMULATION

Based on 3GPP Release 16 for advanced C-V2X services, we
consider 𝑀 V2I links and 𝑁 V2V transmitters that share the
same radio-frequency resources [4]. We assume that each ve-
hicular transmitter (Tx) and receiver (Rx) uses a single antenna,
whereas RSUs may have multiple antennas [9]. A V2I link is
established between one RSU and one vehicle, and each V2V
Tx periodically broadcast safety-critical messages. Typically,
the set of V2I links is expressed asM = {1, 2, . . . , 𝑀}, and that
of V2V transmissions is represented byN = {1, 2, . . . , 𝑁}. Each
V2V transmission 𝑛 consists of one Tx and 𝐿 Rx in its coverage.
Following the C-V2X physical-layer design for sidelink, we
consider orthogonal frequency-division multiple access, which
allows concurrent V2V transmission on orthogonal sub-bands.

A. System Model

Suppose the spectrum is divided into 𝐽 orthogonal sub-bands
for 𝑀 V2I links served by one RSU, where the set of sub-
bands is expressed as J = {1, 2, . . . , 𝐽}. We assume that the
number of sub-bands is equal to that of V2I links [9]. For clarity,
we use different symbols, 𝑗 and 𝑚, to express the indices of
sub-bands and V2I links, respectively. V2V transmissions share
the 𝐽 sub-bands with V2I links to enhance the utilization of
radio resources, and we assume that each Tx only accesses
one sub-band each time slot (subframe) to broadcast safety
messages. Besides, multiple vehicles may access the same sub-
band in the same time slot because decentralized agents in C-
V2X do not perform carrier sensing before transmission, despite
using the semi-persistent scheduling algorithm [20]. Different
agents accessing the same sub-band simultaneously may cause
interference at their receivers. The channel between the Tx of
the V2V transmission 𝑛 and the Rx 𝑙 (𝑙 ∈ [1, 𝐿]) over the 𝑗 th
sub-band is expressed as

𝑔𝑙𝑛 [ 𝑗] = 𝛼𝑙
𝑛ℎ

𝑙
𝑛 [ 𝑗] (1)

where ℎ𝑙𝑛 [ 𝑗] is the small-scale fading component that follows
the exponential distribution [9], [21], and 𝛼𝑙

𝑛 is the frequency-
independent large-scale fading consisting of shadowing and path
losses. Assume that the 𝑚th V2I link connects the RSU with the
𝑚th vehicle by occupying the 𝑗 th sub-band. Then, the signal-
to-interference-plus-noise ratio (SINR) at the RSU is expressed
as

𝛾𝑚 [ 𝑗] =
�̂�𝑅𝑚 [ 𝑗]𝑃𝑚 [ 𝑗]

𝜎2 +∑𝑁
𝑛=1 𝑔

𝑅
𝑛 [ 𝑗]�̂�𝑛 [ 𝑗]𝜌𝑛 [ 𝑗]

𝑠.𝑡.

𝑁∑︁
𝑛=1

𝜌𝑛 [ 𝑗] ≤ 1, ∀ 𝑗 = 1, 2, . . . , 𝐽,

𝜌𝑛 [ 𝑗] ∈ {0, 1}

(2)
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where 𝜎2 is the noise power, �̂�𝑅𝑚 [ 𝑗] represents the V2I channel
between the 𝑚th vehicle and the RSU over the 𝑗 th sub-band,
and 𝑔𝑅𝑛 [ 𝑗] the interfering V2V channel from the 𝑛th V2V
transmitter to the RSU over the 𝑗 th sub-band. 𝑃𝑚 [ 𝑗] and �̂�𝑛 [ 𝑗]
are the transmit powers of the 𝑚th V2I and 𝑛th V2V transmitters
over the same sub-band, respectively. 𝜌𝑛 [ 𝑗] indicates a binary
parameter that illustrates the usage of the spectrum resources;
𝜌𝑛 [ 𝑗] = 1 indicates the 𝑛th V2V transmitters uses the 𝑗 th sub-
band, and 𝜌𝑛 [ 𝑗] = 0 indicates otherwise.

The SINR at each Rx 𝑙 of the 𝑛th V2V transmission over the
𝑗 th sub-band can be expressed as

�̂�𝑙𝑛 [ 𝑗] =
𝑔𝑙𝑛 [ 𝑗]�̂�𝑛 [ 𝑗]

𝜎2 + �̂�𝑙𝑚 [ 𝑗]𝑃𝑚 [ 𝑗] +
∑
𝑛′≠𝑛

𝑔𝑙
𝑛′ [ 𝑗]�̂�𝑛′ [ 𝑗]𝜌𝑛′ [ 𝑗] (3)

where 𝑔𝑙
𝑛′ [ 𝑗] and �̂�𝑙𝑚 [ 𝑗] denote the interfering channels from

the 𝑛′th (𝑛′ ≠ 𝑛) V2V and 𝑚th V2I transmitters to each Rx 𝑙

of the V2V transmission 𝑛, respectively, over the 𝑗 th sub-band.
Hence, we can obtain the capacity of the 𝑚th V2I link over the
𝑗 th orthogonal spectrum sub-band by

𝐶𝑚 [ 𝑗] = 𝑊 𝑗 log2 (1 + 𝛾𝑚 [ 𝑗]) (4)

where 𝑊 𝑗 represents the bandwidth of the 𝑗 the sub-band. The
channel capacity between the Tx and the 𝑙th Rx in the V2V
transmission 𝑛 can be obtained by

�̂�𝑙
𝑛 [ 𝑗] = 𝑊 𝑗 log2 (1 + �̂�𝑙𝑛 [ 𝑗]). (5)

Therefore, the sum-rate of the broadcast V2V transmission 𝑛

over the 𝑗 th orthogonal spectrum sub-band can be expressed as

�̂�𝑛 [ 𝑗] =
𝐿∑︁
𝑙=1

�̂�𝑙
𝑛 [ 𝑗] . (6)

B. Objective Formulations and Threat Model

Under C-V2X, each vehicle periodically broadcasts safety
messages over a sub-band selected for a short term (up to 1.5 s).
Furthermore, the packet payloads may be elastic to acclimate
varying amounts of data [4]. As the success probability of
delivering V2V packets is essential to guarantee transportation
safety, this study aims to increase the average sum-rate of V2I
links while guaranteeing the V2V packet delivery rate. We
define the probability of V2V packet delivery as follows [21]:

Pr


𝑇∑︁
𝑡=1

𝐽∑︁
𝑗=1

𝜌𝑛 [ 𝑗] (𝑡)�̂�𝑛 [ 𝑗] (𝑡) ≥ 𝐵/Δ𝑇

 , 𝑛 ∈ N , (7)

where Δ𝑇 is the channel coherence time, 𝐵 is the size of the
V2V payload during Δ𝑇 , 𝑇 is the total payload period, and
�̂�𝑛 [ 𝑗] (𝑡) is the capacity �̂�𝑛 [ 𝑗], defined in (6), in the 𝑡th payload
generation slot.

The allocation problem of available resources for naive agents
herein is to cooperatively allocate the 𝐽 spectrum resources
and the V2V transmission power �̂�𝑛 [ 𝑗] to increase the average
capacity of all naive V2I links and guarantee the probability of
successful V2V packet delivery. In each time slot 𝑡, the objective
of each naive agent can be expressed as

max
𝑀∑︁
𝑚=1

𝐽∑︁
𝑗=1

𝐶𝑚 [ 𝑗] (𝑡),

𝑠.𝑡. 𝐶1 :
𝐽∑︁
𝑗=1

𝜌𝑛 [ 𝑗]�̂�𝑛 [ 𝑗] (𝑡) ≥ 𝐵/Δ𝑇 ,∀𝑛 ∈ N .

(8)

However, a malicious actor can easily change the above
objective function and act as a selfish agent that intends to
maximize its chances to utilize resources. Specifically, a selfish
agent will maximize its V2I capacity while guaranteeing its
V2V transmissions to other vehicles without concerning the
V2V transmissions of other vehicles. Note that the selfish vehi-
cle assumes that its own safety/benefit is ensured by maintaining
its own V2V transmissions. The resulting selfish agent 𝑚∗, with
its V2V links denoted as 𝑛∗, will have its objective as:

max
𝐽∑︁
𝑗=1

𝐶𝑚∗ [ 𝑗] (𝑡),

𝑠.𝑡. 𝐶1 :
𝐽∑︁
𝑗=1

𝜌𝑛∗ [ 𝑗]�̂�𝑛∗ [ 𝑗] (𝑡) ≥ 𝐵/Δ𝑇 .

(9)

We note that this simple and local change in the selfish or
compromised vehicle can cause catastrophic problems for other
vehicles when they lose spectrum resources; potentially leading
to vehicle collisions.

III. ROBUST MARL

The MARL framework consists of a game environment and
multiple agents, where each agent has a similar architecture.
The concept of the MARL-based learning problem can be
formulated as an MDP of the interaction between agents and the
external environment. We consider the transmitters of 𝑁 V2V
transmissions as distributed agents, and the MDP of cooperative
awareness MARL can be expressed as

G :=
〈
I, 𝑆, {𝑎𝑖}𝑖∈I , 𝑟,P, 𝛽

〉
(10)

where I = [𝐼] is the set of agents 𝐼, which is equal to the
number 𝑁 of V2V transmitters. At each time step 𝑡, the 𝑖th
agent perceives the current state of the environment 𝑠𝑡 ∈ 𝑆 and
takes an action 𝑎𝑖𝑡 ∈ 𝐴, according to its policy 𝜋𝑖∗, 𝑖 ∈ I, from
the given set of action space 𝐴. Then, the agent receives a shared
reward 𝑟𝑡 (𝑠𝑡 , 𝑎1

𝑡 , 𝑎
2
𝑡 , . . . , 𝑎

𝐼
𝑡 ) and an evolved state 𝑠𝑡+1 from the

environment. P : 𝑠𝑡 ×𝑎1
𝑡 ×𝑎2

𝑡 × · · · ×𝑎𝐼𝑡 → 𝑠𝑡+1 denotes the state
transition probability that maps the probability distribution from
the current state of the environment and the interacting action
of all agents with the state of the environment of time step 𝑡+1.
Based on these interactions, each agent develops its independent
policy, 𝜋𝑖∗ : 𝑠𝑡 → 𝑎𝑖𝑡 , 𝑖 ∈ I, to maximize long-term reward
R =

∑
𝑡 𝑟𝑡 𝛽

𝑡 . 𝛽 ∈ [0, 1] is a discounting factor. Similarly, the
Q-function of each agent 𝑖 following the optimal policy can be
described using the Bellman equation:

𝑄𝑖
∗ (𝑠𝑡 , 𝑎𝑖𝑡 , {𝑎−𝑖𝑡 }−𝑖∈I) = 𝑟𝑡+

𝛽
∑︁

𝑠𝑡+1∈𝑆
P(𝑠𝑡+1 | 𝑠𝑡 , 𝑎𝑖𝑡 , {𝑎−𝑖𝑡 }−𝑖∈I)𝑉 𝑖

∗ (𝑠𝑡+1, 𝜋𝑖∗, {𝜋−𝑖∗ }−𝑖∈𝐼 ) (11)
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where 𝜋−𝑖∗ (𝑖 ≠ −𝑖) and 𝑎−1 represent the policies and actions
of all other agents, respectively. 𝑉 𝑖

∗ is the state-value function,
which indicates the sum of discounted expected rewards fol-
lowing the optimal policy and is given by

𝑉 𝑖
∗ (𝑠𝑡+1, 𝜋𝑖∗,

{
𝜋−𝑖∗

}
−𝑖∈𝐼 ) =

max
𝑎𝑖

𝑟𝑡 + 𝛽
∑︁

𝑠𝑡+1∈𝑆
P(𝑠𝑡+1 | 𝑠𝑡 , 𝑎𝑖 , {𝑎−𝑖𝑡 }−𝑖∈I )𝑉 𝑖

∗ (𝑠𝑡+1, 𝜋𝑖∗, {𝜋−𝑖∗ }−𝑖∈𝐼 )


(12)
Therefore, the Q-learning update function can be expressed as

𝑄𝑖
𝑡+1 (𝑠𝑡 , 𝑎

𝑖
𝑡 , {𝑎−𝑖𝑡 }−𝑖∈I) ← (1 − 𝜖𝑡 )𝑄𝑖

𝑡 (𝑠𝑡 , 𝑎𝑖𝑡 , {𝑎−𝑖𝑡 }−𝑖∈I)

+ 𝜖𝑡
[
𝑟𝑡 + 𝛽 max

𝑎𝑖
𝑄𝑖

𝑡 (𝑠𝑡+1, 𝑎𝑖 , {𝑎−𝑖𝑡 }−𝑖∈I)
]

(13)

where 𝜖𝑡 ∈ [0, 1] is the learning rate at time step 𝑡.

A. Observation and Action Space

The observation 𝑍𝑡 at the 𝑡th time step is constructed for
the environment state 𝑠𝑡 and shared with all naive and selfish
agents. Herein, we suppose that the 𝑛th V2V transmitter is the
𝑖th distributed agent. Hence, the observation and action spaces
are given as follows:

• Observation: At each time step 𝑡, we assume that agent 𝑖
maintains the 𝑛th V2V transmission over the 𝑗 th sub-band.
The observation, 𝑍 𝑖

𝑡 , of agent 𝑖, for all 𝑖 ∈ I, consists of
its V2V channel information {𝑔𝑙𝑛 [ 𝑗]}𝐿𝑙=1, V2V interference
channels, {𝑔𝑙

𝑛′ [ 𝑗]}𝐿𝑙=1, for all 𝑛′ ≠ 𝑛, from other V2V trans-
mitters over the same sub-band, V2I interference channels,
{�̂�𝑙𝑚 [ 𝑗]}𝐿𝑙=1, from all V2I transmitters over the same sub-
band, and its interference channel produced, 𝑔𝑅𝑛 [ 𝑗], to
RSU. Thus, we can express the observation of the 𝑖th agent,
for all 𝑖 ∈ I as

𝑍 𝑖
𝑡 = {𝑂 (𝑠𝑡 , 𝑖)} (14)

where 𝑂 is the observation function, which determines
the observation of the current environment state 𝑠𝑡 . The
observation of each agent 𝑖 includes its remaining time
budget 𝑇𝑖 and V2V payload 𝐵𝑖 to acquire the queuing
state of the V2V links. For each time step 𝑡, observation
function 𝑂 (𝑠𝑡 , 𝑖) of the 𝑖th agent over the sub-band 𝑗 can
be expressed as

𝑂 (𝑠𝑡 , 𝑖) =
{
{L 𝑗

𝑖
} 𝑗∈𝐽 , {𝐺 𝑗

𝑖
} 𝑗∈𝐽 , 𝐵𝑖 , 𝑇𝑖

}
(15)

where 𝐺
𝑗

𝑖
= {{𝑔𝑙𝑛 [ 𝑗]}𝐿𝑙=1, {𝑔

𝑙
𝑛′ [ 𝑗]}𝐿𝑙=1, {�̂�

𝑙
𝑚 [ 𝑗]}𝐿𝑙=1, 𝑔

𝑅
𝑛 [ 𝑗]}

for all 𝑚 ∈ M. L 𝑗

𝑖
represents the received interference

power over the sub-band 𝑗 and is given by

L 𝑗

𝑖
=

𝐿∑︁
𝑙=1

𝑃𝑚 [ 𝑗]�̂�𝑙𝑚 [ 𝑗] +
𝐿∑︁
𝑙=1

∑︁
𝑛′≠𝑛

�̂�𝑙
𝑛′ [ 𝑗]𝑔𝑙𝑛′ [ 𝑗]𝜌𝑛′ [ 𝑗] .

(16)
• Action Space: For each time step 𝑡, the action 𝑎𝑖 (𝑡) of the
𝑖th agent includes two predominant components, the sub-
band and the power level for transmitting V2V messages.
Based on a previous report [9], we suppose four sub-bands

and four power levels, [−100, 5, 10, 23] dBm, are provided
to the V2V transmitters for selection.

B. Reward Function

The objective of each naive agent is to improve the sum
rate of all V2I links while ensuring the successful delivery
of its V2V payload. For each time step 𝑡, we suppose the
V2I subobjective is the instantaneous sum rate of all V2I links∑
𝑚
𝐶𝑚 [ 𝑗] (𝑡). The V2V subobjective of each agent is the V2V

transmission rate until its payload is successfully delivered, and,
thereafter, the reward is a constant 𝜎 greater than the maximum
possible V2V transmission rate. Thus, the partial reward of V2V
transmission 𝑛 can be expressed as

𝑟 𝑖 (𝑡) =


𝐽∑︁
𝑗=1

𝜌𝑛 [ 𝑗]�̂�𝑛 [ 𝑗] (𝑡), if 𝐵𝑖 ≥ 0,

𝜎, otherwise.

(17)

For each time step 𝑡, the cooperative reward for each naive agent
𝑖 can be expressed as follows:

𝑟 𝑖 (𝑡) = _
∑︁
𝑚

𝐶𝑚 [ 𝑗] (𝑡) + (1 − _)
∑︁
𝑖

𝑟 𝑖 (𝑡) (18)

where _ ∈ [0, 1] is the weight to balance the objectives of the
V2V and V2I behavior. However, the malicious agent is trained
by a selfish reward without considering the system performance.
The reward for each selfish agent 𝑖′(𝑖′ ≠ 𝑖) that occupies the
sub-band 𝑗 ′ ∈ J can be expressed as

𝑟 𝑖
′ (𝑡) = _𝐶𝑚∗ [ 𝑗 ′] (𝑡) + (1 − _)𝑟 𝑖

′ (𝑡),∀𝑚∗ ∈ M . (19)

The objective function of the sabotage agent is to reduce the
total reward of other naive agents.

C. Robust MARL algorithm

NE in MARL is the equilibrium point of a joint policy, 𝜋∗ :=(
𝜋1
∗ , . . . , 𝜋

𝐼
∗
)
, sisfied by each agent’s policy 𝜋𝑖∗ as follows:

R𝑖 (𝜋𝑖∗, 𝜋−𝑖∗ ) ≥ R𝑖 (𝜋𝑖 , 𝜋−𝑖∗ ),∀𝑖 ∈ I (20)

where 𝜋𝑖 ≠ 𝜋𝑖∗ represents the deviated policy of agent 𝑖. This
indicates that there is no incentive for agent 𝑖 to deviate from
𝜋𝑖∗. Consequently, we formulate the problem of non-cooperative
MARL as a robust MDP as

Ḡ :=
〈
I, 𝑆, {𝑎𝑖}𝑖∈I , {𝑟 𝑖}𝑖∈I ,P, 𝛽

〉
. (21)

For convenience, A := 𝑎𝑖 × · · · × 𝑎𝐼 . 𝑟 𝑖
𝑖∈𝐼 ⊆ R

|A | represents
the set of mixed objective rewards, which varies for different
agents 𝑖. For simplicity, we define the naive agent, robust agent,
selfish agent, and sabotage agent as follows:
• Naive agent: The agent is trained by cooperative strategy,

and it shares the same reward function with other agents.
In practice, the naive agent only trains with other naive
agents and does not know the selfish agent.

• Selfish agent: The agent is trained with naive agents and
maintains a selfish objective function.

• Sabotage agent: The agent is trained with naive agents and
maintains a sabotage objective function.
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TABLE I: Simulation parameters.

Parameters Default Value
Number of vehicles 4

Number of selfish agents 1
Number of neighbors 𝐿 1
Bandwidth per sub-band 1 MHz

The height of the RSU antenna 10 meters
The height of vehicles’ antenna 1.5 meters

V2I power 𝑃𝑚 23 dBm
V2V power �̂�𝑛 [-100, 5, 15, 23] dBm

The absolute velocity of Vehicles 10 ∼ 15 meters/s
𝐵 1200 bytes
𝜎2 -114 dBm

Fast fading update 1 msec
Slow fading update 100 msec

The objective weight _ 0.3
Steps per episode 100

Vehicle position update 100 msec

• Robust agent: The agent is trained with the selfish agent
and maintains an NE-based objective.

For each time step 𝑡, we assume that the policy and action of the
selfish agent are 𝜋′ and 𝑎′𝑡 , respectively. Thus, the Q-function
of each NE-based robust agent is updated as

𝑄𝑖
𝑡+1 (𝑠𝑡 , 𝑎

𝑖
𝑡 , {𝑎−𝑖𝑡 }−𝑖∈I) ← (1 − 𝜖𝑡 )𝑄𝑖

𝑡 (𝑠𝑡 , 𝑎𝑖𝑡 , {𝑎−𝑖𝑡 }−𝑖∈I)
+ 𝜖𝑡

[
𝑟𝑡 + 𝛽Nash𝑖 (𝑠𝑡+1, 𝑄1

𝑡 , 𝑄
2
𝑡 , . . . , 𝑄

𝐼
𝑡 )
] (22)

where Nash𝑖 (·) is the state-value function of the robust agent 𝑖
where the NE point is achieved and is given by

Nash𝑖 (𝑠𝑡+1, 𝑄1
𝑡 , 𝑄

2
𝑡 , . . . , 𝑄

𝐼
𝑡 ) = max

𝜋𝑖
∗ ( · |𝑠𝑡+1)

min
𝑎′𝑡

∑︁
𝑎1
𝑡 ,𝑎

2
𝑡 ,...,𝑎

𝐼
𝑡(

𝜋1
∗ (𝑎1

𝑡 ) . . . 𝜋𝐼
∗ (𝑎𝐼𝑡 )𝑄𝑖

𝑡 (𝑠𝑡+1, 𝑎𝑖𝑡 , {𝑎−𝑖𝑡 }−𝑖∈I , 𝑎′𝑡 )
)
.

(23)

Robust agents are assumed to cooperate to maximize their
common interests and reduce the value of the selfish agent.
According to Eqs. (18) and (19), the objective based on the NE
of the robust agent 𝑖 is given by

𝑟 𝑖𝑟𝑜𝑏𝑢𝑠𝑡 (𝑡) =_
∑︁
𝑚≠𝑚∗

𝐶𝑚 [ 𝑗] (𝑡) + (1 − _)
∑︁
𝑖≠𝑖′

𝑟 𝑖 (𝑡)−

_∗
(
_𝐶𝑚∗ [ 𝑗 ′] (𝑡) + (1 − _)𝑟 𝑖

′ (𝑡)
) (24)

where _∗ is the weight to balance the objective of maximizing
the common interest and reducing the agent’s reward.

IV. PERFORMANCE EVALUATION

For each V2V agent, we adopted three fully connected
layers with 256, 128, and 64 neurons, respectively. The initial
position and direction of each agent are randomly generated
and consistently moved during the training or testing phases.
Specifically, each vehicle updates its position and neighbor per
episode (100 ms). During each episode, the system updates the
communication environment per step (1 ms). The simulation
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Fig. 2: Average V2I throughput per testing episode.

parameters are given in Table I [4], [9], [22]. Following [9], we
assume that the 𝑚th V2I link connects the RSU with the 𝑚th
vehicle by preoccupying the 𝑗 th sub-band in our simulations.
We considered six scenarios described as follows.

1) 3 Naive agents + 1 Naive agent (3N+1N): Four naive
agents are trained by the full cooperative strategy and
tested without any malicious agents.

2) 3 Naive agents + 1 Selfish agent (3N+1Se): Three naive
agents are trained without any malicious agents but tested
with one selfish agent.

3) 3 Naive agents + 1 Sabotage agent (3N+1Sa): Three naive
agents are trained without any malicious agents but tested
with one sabotage agent.

4) 3 Robust agents + 1 Naive agent (3R+1N): Three robust
agents are trained with a selfish agent but tested with a
naive agent.

5) 3 Robust agents + 1 Selfish agent (3R+1Se): Three robust
agents are trained and tested with a selfish agent.

6) 3 Robust agents + 1 Sabotage agent (3R+1Sa): Three
robust agents are trained with a selfish agent but tested
with a sabotage agent.

For each scenario, we conducted 100 independent experiments
in the testing phase. To compare the proposed robust agent with
the state-of-the-art approaches, this study trains naive agents via
the setting in [9]. Therefore, the simulation results of the naive
agents represent the performance of the method provided by [9]
in our environment.

Fig. 2 shows the V2I performance of the different test sce-
narios for 100 episodes. Naive agents achieved an average V2I
throughput of 15.81 Mbps in an all-cooperative environment,
but the throughput dropped to 13.62 Mbps with the selfish
agent. Meanwhile, the selfish agent achieved a V2I throughput
of nearly 19 Mbps. Robust agents could reach an average
V2I throughput of 14.53 Mbps with a selfish agent, a 6.7%
improvement over that of the naive agents. The robust agents
showed a stable V2I throughput of 14.53 ∼ 15.55 Mbps in both
cooperative and selfish scenarios. Furthermore, the naive agent
only achieves a V2I throughput of 10.52 Mbps in the sabotage
scenario, where the robust agent can achieve 12.62 Mbps, a

2022 IEEE Global Communications Conference: Communication & Information Systems Security

1773



0 20 40 60 80 100
The sequence of episodes

0

0.2

0.4

0.6

0.8

1

V
2
V

 s
u

cc
es

s 
p

ro
b
ab

il
it

y

Naive Agents

Selfish Agent

Robust Agents

Fig. 3: The V2V delivery success probability per episode.

20% improvement. Notably, the selfish agent achieves higher
V2I throughput than the naive agent when the scenario already
has robust agents. This is because the current robust agent can
improve its situation but cannot penalize the selfish agent.

Fig. 3 shows the probability of V2V payload delivery success
for different agents. In the full cooperative scenario, all naive
agents could successfully deliver their payloads. However, the
average probability of success for naive V2V transmissions
is only 66.33% in the selfish scenario. Note that this V2V
communication lost can lead to catastrophic problems such
as vehicle collisions. The success probability of the V2V
transmissions of the robust agent was achieved at 100% in
both selfish and cooperative scenarios, which is 50.7% better
than that seen by the naive agents. The 100% V2V for the
selfish agent helps itself to continue receive critical information
from other vehicles. Furthermore, robust agents can provide a
success probability of 97.6% V2V transmissions in the sabotage
scenario, while naive agents only achieve 41%. Therefore, the
robust agent improves 138% over the naive agent concerning
V2V performance in the sabotage scenario. This is because the
proposed robust agent maximizes its rewards by reaching NE
with the selfish agent in dynamic communication environments.
With the robust agents recovering the V2V communication,
the proposed approach provides a stronger assurance of vehicle
safety.

Figs. 4 and 5 show the delivery speed of the V2V payload
in the 3N + 1Se and 3R + 1Se scenarios, respectively. As
shown in Fig. 4, the delivery speed of the selfish agent was
significantly faster than that of the naive agents. The average
payload delivery time per naive agent was 52.2 msec, whereas
the selfish agent cost only 2.11 msec. Most naive agents could
not deliver all payloads in 100 msec. However, the proposed
robust agent significantly improved the average delivery time
to 11.26 msec, a 78.43% improvement over that of the naive
agents, whereas the average delivery time of the selfish agent
was 1.75 msec.

In summary, the selfish agent can reduce system perfor-
mance with full cooperative MARL-based spectrum sharing in
vehicular networks. Due to the aggressive and disruptive use
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Fig. 4: The V2V payload delivery time per episode for the 3N
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of resources by selfish agents, the naive agent cannot deliver
all payloads, and its V2I link suffers severe interference. With
the proposed NE-based MARL, the robust agents can improve
the system performance for both V2I and V2V transmissions.
Unfortunately, in our current setup, the selfish agent achieves
high performance, even with robust agents. This is because
the NE-based policy is to find an equilibrium that reduces the
deviate incentive for all agents, not to damage other participants’
strategies.

V. CONCLUSIONS AND FUTURE WORK

Regular (full cooperative) multi-agent reinforcement learn-
ing (MARL)-based spectrum sharing is promised to achieve
high spectrum efficiency for V2I and V2V coexisting vehicular
networks. However, existing MARL-based spectrum sharing
techniques have proven to be vulnerable to selfish and sabotage
agents that are, respectively, designed to focus only on its
interests and create chaos. In this study, we formulated non-
cooperative objectives for naive and malicious agents. We
then proposed a robust agent that is based on NE theory for
spectrum sharing in non-cooperative scenarios. The proposed
robust agent can give the best response to attacks by reducing
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non-cooperative incentives of malicious agents. The simulation
results showed the effectiveness and efficiency of the proposed
approach for the spectrum sharing in connected vehicles in
both cooperative and non-cooperative scenarios. Future studies
could look at exploring the resilience of the proposed robust
agent to diverse and multiple threat models. Furthermore, the
practical system model and simulations based on upcoming
3GPP specification releases are worthwhile to be studied in
future work.
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